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Abstract—Current research in psychological, cognitive, and
social sciences suggests that belief rigidity is a significant cause
of opinion polarization. People cling to their beliefs despite con-
tradicting evidence, making them vulnerable to misinformation.
This is exacerbated by the algorithmic structure of current social
media, where it is easy for people to create their own echo
chambers and only interact with like-minded people. For my
PhD dissertation, I propose to explore how various attributes
and actions of social networks affect the rigidity of one’s beliefs
in temporal social networks. I plan to study these effects within
a virtual lab setting, specifically focusing on climate change
denial and the politics around climate change. Through our
experiments, I investigate whether it is possible to replicate
social media signals in a laboratory setting, and thus introduce
a new way of empirically studying social signals without having
to use social media data. Finally, I plan to use the resulting
insights to design intervention strategies for combating extreme
polarization of opinions in social media, and thus aid in reducing
misinformation.

Index Terms—belief rigidity, social networks, nudging

I. MOTIVATION

Research in psychological, cognitive, and social sciences
suggests that belief rigidity is a significant cause of opin-
ion polarization. This rigidity means that people stubbornly
cling to their beliefs even when faced with evidence that
contradicts them [1]. At an individual level, people tend
to reject counterevidence to avoid cognitive dissonance. At
the social level, mutual reinforcement among like-minded
peers can result in increasingly stubborn beliefs over time.
This can lead to increased susceptibility to misinformation,
where misinformation is defined as information that is false,
misleading or inaccurate [2].

Moreover, the algorithmic design of social media platforms
makes it easier for misinformation to penetrate the public dis-
course since these platforms promote echo chambers through
their homophily-based recommendation systems. Social media
users tend to create their own echo chambers, or “filter
bubbles”, by selectively exposing themselves to news and
information that aligns with their pre-existing beliefs and
values [3]. Research suggests that encouraging more diverse
and balanced media consumption habits, and improving the
design of social media platforms to better facilitate exposure
to different perspectives can help reduce this phenomenon [3].
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Intuitively, the peer and content recommendation engines of
social media may have an important—yet underexplored—role
to play in mitigating polarization. Moreover, the literature
largely overlooks how people’s belief dynamics are affected
by the interplay between node attributes and evolving net-
work structures in social media. Therefore, it is crucial to
investigate the underlying factors that contribute to increased
belief rigidity. This will help us understand what changes need
to be implemented in the algorithmic design of social media
platforms to combat the issue of polarization.

In this thesis, I propose to explore how various attributes and
actions of social networks affect the rigidity of one’s beliefs in
temporal social networks. I plan to study these effects within a
virtual lab setting, specifically focusing on the climate change
denial and the politics around climate change. The resulting
insights can be used to design intervention strategies for
combating extreme polarization of opinions in social media,
and thus aid in reducing misinformation.

II. SCOPE OF THE RESEARCH

My research objectives are given below.

• Introducing a platform that we can use to study
various attributes of social networks in a lab setting:
Researchers often face challenges in accessing social
media data due to data privacy concerns, and even when
they do, they may not have access to the relevant data at
the right time. Additionally, testing intervention strategies
on social media is challenging. To address these issues,
the aim is to investigate whether it is possible to replicate
social media signals in a laboratory setting, allowing for
the study of specific social cues and the development of
effective intervention strategies.

• Designing and conducting experiments to study belief
rigidity on social media: I will design a series of
experiments to study various social signals including
the effect of tweaking network structure within the lab
setting.

• Designing effective interventions to reduce belief rigid-
ity and analyse its role in the spread of misinfor-
mation: Our understanding of the networks would allow
us to design better interventions and aid in tackling the
spread of misinformation.
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Keeping the research objectives in mind, we formulate the
following research questions:

• RQ1: How does exposure to diverse content affect belief
rigidity in social networks?

• RQ2: Do demographic identity factors contribute to belief
rigidity for social networks?

• RQ3: What effect does the structure of social networks
have on belief rigidity?

• RQ4: How can we design interventions to reduce belief
rigidity, and how effective are they in tackling misinfor-
mation?

III. BACKGROUND AND RELATED WORKS

Misinformation is defined as information that is mislead-
ing, irrespective of its intent to deceive [2]. Strategies to
combat misinformation either tackle algorithmic design or
how humans perceive information [2]. For social networks,
tackling algorithmic design includes early detection of ma-
licious accounts and using ranking algorithms, such as text-
based fake news detection pipelines and Graph Neural Net-
works (GNNs) [4] to model news diffusion patterns. There
has also been research on fact-checking algorithms such as
Twittertrails, FactWatcher and TruthTeller. Twittertrails uses
deep learning to model the spread and trustworthiness of
news [5]. FactWatcher complements previous approaches by
considering different types of facts, and also provides fact
ranking, fact-to-statement translation and keyword-based fact
search [6]. TruthTeller transcribes political videos and checks
them against a database on PolitiFact and FactCheck.org [7].
Recently in July 2022, Meta announced developing Sphere,
which is an AI-driven tool for fake news detection by fact-
checking against millions of web articles. Once they spot fake
or questionable information, the AI would flag the post, warn
the user and might also suggest more reliable sources [8].

While the computer science literature is rich in fact-
checking and reliability labelling methods, tackling the spread
of misinformation goes beyond this [9]. For tackling the
human factors, strategies include inoculation and nudging [10],
[11]. Inoculations provide people with information to counter-
act misinformation, but it is difficult to apply them to every
case as they need to happen before the misinformation reaches
the person. [10]. Similarly, subtle changes in the “choice
architecture” such as facilitation, framing and personalization
have been known to influence behaviors in predictable ways
[12]. Social influence, especially social comparison, has also
proven to be an effective nudging technique since people are
open to overriding their own beliefs to replicate others’ actions
due to the herd instinct bias [13]. Nudging has also been
used to encourage critical thinking and fact-checking behavior
among digital media users [11].

There have been multiple modeling efforts from the social
and psychological domains to capture the social dynamics of
belief rigidity. For example, the Hierarchical Ising Opinion
Model captures both the individual and social processes in
a unified complex adaptive system (i.e., in a ‘network of
networks’) [14]. Moreover, there has also been some work

on understanding how people react to fake news [15]. For
example, Gabriel et al. developed a framework that includes
four “reaction frames” to map how readers might react to a
given headline: suspicion, confirmation, disbelief, and misun-
derstanding. The authors also developed a machine learning
model that can predict the reaction frame that a given reader
is likely to have based on their demographic information and
past reading history [15].

IV. PRIOR WORK

A. Nudging through user interface attributes in e-commerce
platforms

Our earlier work studies the effect of nudging by facilitation
through user interface attributes. We select the domain of
sustainable consumption in e-commerce platforms as a use
case. The prevalence of the “attitude-behavior gap”, which
is when consumers fail to be eco-friendly despite wanting
to opt for greener consumption [16]–[18], makes this domain
appropriate to study the effects of nudging. We develop a pro-
totype named SEER that targets addressing three major factors
responsible for the attitude-behavior gap - inconvenience, lack
of knowledge, and lack of trust [19]–[21]. The key component
of SEER is an environmental rating scale (1-5 scale) to rate
products on its environmental impact. To increase trust and
knowledge - we add statement summaries that explain the
rating and also highlight environment-related keywords.

We then conduct a quasi-randomized case-control study
with 98 participants. Participants are given a prompt to help a
local school with limited budget by purchasing products. To
elicit real-life behavior, they receive 10% of the money they
save for the school. All participants watch a 3 minute video on
the effects of climate change and how individual actions can
help. Therefore, the participants face conflicting objectives of
saving money for an immediate reward or investing in eco-
friendly products for long-term environmental benefits. Only
the case group has access to the additional features. The one-
tailed t-test reveals that the participants from the case group
are significantly more eco-friendly than the control group
(p < 0.005), as they select a higher number of eco-friendly
products.

Our experiment shows that nudging through even simple
interface changes can encourage specific behavior in people,
but only to a certain extent since other factors also have
an impact. For example, price significantly affects consumer
behavior [22]–[24], and we found a significant negative cor-
relation between the extra price a consumer has to pay for
an eco-friendly product and the number of consumers still
willing to buy it (Pearson’s correlation co-efficient r = −0.73
and p = 0.007). While this experiment especially focused
on nudging through interface re-design, our current proposed
work focuses on social signals that often have a similar impact
as nudging.

V. METHODS

To study the effect of various social signals on belief
rigidity, the experiment is designed to be an incremental
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case-control study, where the control is designed to imitate
the signals found in current social media. Each of the cases
would be designed to study a specific social signal. The study
will have multiple rounds (1 round per day) and each round
consists of three stages - response, revision, and rewiring. The
subjects will carry out the required tasks each day through the
custom-built website. Our experiment is designed to validate
control and study the effects of exposure to more diverse
opinions on belief rigidity.

A. Current Work

The participants are split in a quasi-randomized process into
three groups - control, case 1 and case 2 - such that the
groups have similar demographic characteristics, sentiment,
and knowledge about climate change. Each network has 12
participants, and the experiment is repeated thrice for each
group. The pilot study has 5 rounds (spanning over 5 days).

At the start of each round (i.e., the response stage), all
participants will be shown prompts based around the politics
of climate change, and these statements will be the same
for all groups. The prompts will be generated using existing
fact-checking datasets (e.g., ClimateFever [25]), actual posts
on social media (eg. the Climate Change Twitter Dataset
[26]) and climate-change-focused knowledge graphs (e.g.,
KnowUREnvironment [27]). Participants are required to rate
the statement on a 7 point Likert scale on how strongly they
agree or disagree with the statement, along with their reason
for the rating. Participants are assigned 3 base connections. In
the next stage (i.e., response stage), they can see the responses
(rating and reason) of these connections, and have the option
to update their answer if they want to. Finally, in the rewiring
stage, they can see responses of more participants that are
”recommended” to them. The participants must like or dislike
the responses they see. This will ensure that they are reading
all the responses, and we can also analyse their responses later.
Moreover, they select 3 people they want as connections whose
answers they will see for the next round. They can stick to
the connections assigned or pick new ones (or do a mixture
of both). The whole process repeats for the following rounds.

For the control, the connections assigned and recommen-
dations are such that participants only see responses of other
participants with similar answers. For case 1, participants will
be “recommended” a mixture of accounts with similar and
opposing views during the rewiring stage, and they get to
see the responses of whoever they follow in the next round’s
revision stage. For case 2, we intentionally inject opposing
views during the revision stage so that participants have access
to opposing views before they update their answers.

Some of the hypotheses are:
• Control imitates current social media signals such as

homophily and polarization
• Belief rigidity should be same or increase in control
• Polarization should occur naturally after a few iterations

in control
• For case 1, rigidity should slightly decrease as they are

exposed to opposing views

• Polarization should still occur naturally in case 1
• For case 2, the decrease in rigidity should be greater than

the other two groups
For the experiment, temporal belief rigidity is measured by

the difference between the initial Likert scale value and the
updated Likert scale value in each round. I will then conduct
a temporal analysis to see whether, over time, participants are
less rigid in their beliefs. Across case and control group, the
correlation of the independent variables such as race, gen-
der, political affiliation, and location with the target variable
(temporal difference in belief rigidity) will be analyzed. I
will also invite participants to provide feedback for an in-
depth qualitative analysis. The analysis will help us gain
useful insight into what network structures contribute to belief
rigidity.

VI. TENTATIVE PLAN FOR FUTURE WORK

A. Studying Framing and Node Injection

Currently, the statements are worded to sound neutral, but
there is scope to experiment with complex statements that
are closer to the real-world social media discourse. Moreover,
bots designed to be highly provocative or highly logical in
their responses can be injected into the networks. This would
help quantify the effect of framing and node injection in
social networks. Moreover, I plan to incorporate the option
of interacting with other participants’ answers. Users would
be able to provide responses to other participants’ responses,
which would then be visible to those participants.

B. Quantifying Nudges on Social Media

I would also like to experiment with social factors such
as trust, reputation and demographic cues. To do this, I plan
to add and experiment with various UI components meant
to increase trust on the user (such as the blue tick mark
on Twitter), increase reputation (such as showing number of
upvotes and downvotes on Reddit) or provide demographic
cues about the user. These components can act as “nudges”,
and the experiments can help us quantify the effect of such
signals on belief rigidity.

C. Adding Multimodal Content

All statements and responses in the pilot experiment are
text-based, and we can perform semantic analysis. In the fu-
ture, I plan to integrate multimodal content to our experiments,
including using multimodal content as statements, or allowing
users the option to add image data and videos to the responses.
This integration would bring more technical challenges such
as using appropriate data integration techniques, building ML
classification models that can handle both text-based and
vision data, and so on.

D. Generalizing Concepts

Right now, I am working with climate change statements.
However, the same set of experiments can be repeated with
various topics such as health and politics. This would help us
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Fig. 1. The interface for the three stages of our current experimental design. In stage 1, users can rate and provide reason. In stage 2, they can see responses
of their connections, and in stage 3, they can see responses of other people in the network, and have the option to follow them for the next round.

generalize our concepts to tackle other contextual domains of
misinformation.

Moreover, it would also be interesting to see how gender,
age, race and culture affect belief rigidity. Currently, the target
is the US population, but it is possible to conduct the experi-
ment on a more global scale. Our designed framework enables
us to easily extend the scope of our work to multinational,
multilingual and multicultural levels, thus making it possible
to identify which characteristics are population-specific and
which are generalizable. Extending to such scales would also
bring additional technical challenges such as tackling code-
switching among languages and taking into account cultural
differences in interaction.

E. Designing Interventions

In the future, I would like to design effective intervention
strategies to reduce belief rigidity in social media. The goal of
the intervention would be to reduce the effect of polarization,
homophily and confirmation bias to mitigate the propagation
of misinformation within these networks. The specific features
of the intervention strategy would strongly depend on prior
findings from our experiments. Intuitively, it should be a
combination of introducing tweaks in the social network
structure, and designing better user-adaptive interfaces.

VII. EXPECTED CONTRIBUTIONS TO AFFECTIVE
COMPUTING FIELD

My dissertation takes a social network-based approach to
empirically understand belief rigidity and its role in tackling
misinformation. As beliefs can influence people’s emotions
towards a certain topic, the impact of belief on people’s emo-
tions, cognition and thought processes are often permanent.
Therefore, my work aims to extend the sub-field of “Issues in

Psychology and Cognition of Affect in Affective Computing
Systems”, and would allow us to empirically quantify people’s
reaction to different social media signals. For example, we aim
to show that it is possible to computationally capture temporal
opinion polarization.

Using these findings, my dissertation also aims to design an
effective intervention system to reduce belief rigidity. While
it is difficult to know at this point what that intervention
would look like, we can intuitively say that it would be a
combination of designing more user-adaptive interfaces and
inherent changes in the structure of social networks. Therefore,
our work also contributes to the sub-field of “Human-Centred
Human-Behaviour-Adaptive Interfaces”. Thus the proposed
thesis promises to extend the traditional techniques of affective
computing and inspire new directions for the community.

ETHICAL IMPACT STATEMENT

The designed experiments have been approved by the IRB
of our university. Research on reducing belief rigidity can help
design interventions to aid individuals become more open-
minded and flexible in their thinking, improving decision-
making and reducing bias. It can also play a crucial role in
reducing online hate and cyber-bullying, making the social
media space less toxic.

However, there are also potential negative ethical implica-
tions that need to be considered. For example, people might
misuse this research to reinforce harmful beliefs by framing
them as merely “rigid” rather than fundamentally flawed or
unjust. To mitigate these issues, education in critical thinking
is crucial, and care must be taken during such research to
ensure that appropriate safeguarding mechanisms are in place.
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